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Abstract

A signiϐicant obstacle to agricultural productivity that jeopardizes the availability of food is crop diseases 
and farmer livelihoods by reducing crop yields. Traditional visual assessment methods for disease diagnosis 
are effective but complex, often requiring expert observers. Recent advancements in deep learning indicate 
the potential for increasing accuracy and automating disease identiϐication. Developing accessible diagnostic 
tools, such as web applications leveraging CNNs, can provide farmers with efϐicient and accurate disease 
identiϐication, especially in regions with limited access to advanced diagnostic technologies. The main goal is 
to develop a productive system that can recognize tomato plant diseases. The model was trained on a collection 
of images of healthy and damaged tomato leaves from PlantVillage using transfer learning techniques. The 
images from the dataset were cleansed by resizing them from 256 × 256 to 224 × 224 to match the dimensions 
used in pre-trained models using min-max normalization. An evaluation of VGG16, VGG19, and DenseNet121 
models based on performance accuracy and loss value for 7 categories of tomatoes guided the selection of the 
most effective model for practical application. VGG16 achieved 84.54% accuracy, VGG19 achieved 84.62%, 
and DenseNet121 achieved 98.28%, making DenseNet121 the chosen model due to its highest performance 
accuracy. The web application development based on the DenseNet121 architecture was integrated using the 
Django web framework, which is built on Python. This enables real-time disease diagnosis for uploaded images 
of tomato leaves. The proposed system allows early detection and diagnosis of tomato plant diseases, helping 
to mitigate crop losses. This supports sustainable farming practices and increases agricultural productivity.

can be brought on by bacterial, fungal, or viral pathogens 
leading to plant diseases. Plant diseases represent an organic 
phenomenon that limits the development, proliferation, and 
development of plants [4]. Plant diseases and the microbes 
responsible for them pose a direct threat to the world's 
sustenance and prosperity [5] contradicting SDGs 1 and 2 
(eradication of poverty and zero hunger). A major barrier 
to agricultural crop productivity is plant disease [6]. They 
threaten both the world's food supply and the livelihood of 
the farmers who grow the crops since they reduce plant 
productivity. According to research, illnesses cause an annual 
loss of almost 25% of the world's crop yield [7]. The economic 
burden of disease-related losses has led to the abandonment 
of entire plantations in locations like Panama [8]. The farmers 
experience substantial ϐinancial and economic losses as 
a result of these losses. In a similar vein, it can result in 

Introduction 

Tomato is a species of the Solanaceae family and the 
second-highest widely grown crop in the United States of 
America, after potatoes. The plants often grow to a height of 
1 - 3 meters (3 feet - 10 feet), with a weak stem that stretches 
over the ground and climbs over nearby plants [1]. Human 
beings eat tomatoes without restriction because they help 
the heart and other organs as a result of Lycopene, a naturally 
occurring antioxidant, present in them. Lycopene, which is 
largely found in cooked tomatoes, has been shown in some 
studies to improve the skin's protection against UV light and 
might help against prostate tumors [2]. Apart from the health 
beneϐits, tomatoes generate high income for the farmers and 
industrialists who process them [3]. Crops grown for food, 
inclusive of tomatoes, are susceptible to infections, which 
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starvation, which in turn might cause death. Plant diseases 
can have disastrous socio-economic effects; examples include 
the Bengal famine pandemic of 1943 and the potato blight that 
struck Ireland in 1845–1846, according to published research.

Diseases of plants can cause physical alterations to their 
roots, leaves, stems, and other parts. Expert observers are 
capable of identifying the kind and intensity of plant disease 
by observing changes in speciϐic plant parts, such as the color 
of the leaf, which is how the diagnosis is traditionally made. 
The use of visual assessments has been shown effective over 
time [9]. However, there is a signiϐicant amount of intricacy 
involved in diagnosing a plant through visual observation of 
its physical properties [10]. Due to their high level of intricacy, 
skilled plant pathologists and agronomists may misidentify 
the illnesses in plants.

As the ϐirst measures needed before an effective disease 
management strategy is developed, a prompt and accurate 
evaluation is required for the disease to be managed effectively. 
A poorly thought-out disease management strategy may arise 
from an incorrect diagnosis or a delayed diagnosis, both of 
which increase the risk of agricultural crop loss. Anybody, 
from inexperienced farmers to seasoned agronomists, would 
beneϐit from an efϐicient disease detection system when 
identifying afϐlicted plants based solely on visual inspection 
of the leaves [11].

Additionally, the ability for farmers to easily access an 
effective diagnostic system having the format of a mobile 
application could prove highly advantageous, since it can 
be particularly beneϐicial in regions of the globe where the 
availability of specialized tools is limited, such as screening 
techniques based on genome sequencing and microscopy, is 
limited due to ϐinancial and infrastructural challenges. The 
growing capacity of computer technologies, like Graphical 
Processing Unit (GPU) mechanisms, has made it possible for 
new theories and methodologies to be developed, leading 
to the phenomenal rise of machine learning systems in 
the previous few years. Among these are Artiϐicial Neural 
Network (ANN) structures used in deep learning algorithms 
with many processing layers as opposed to typical neural 
network approaches with few processing layers [12]. Deep 
learning has garnered a lot of attention lately because it can do 
better than previous models in supervised and unsupervised 
pattern analysis and classiϐication [13]. Deep learning models 
have been successfully used in many domains, such as image 
identity, mining data, as well as areas needing a high level of 
complexity [14]. 

In agriculture, deep learning structures leveraging 
Convolutional Neural Networks (CNNs) were applied in cases 
such as fruit counting, fruit detection, plant identiϐication, and, 
most notably, disease diagnosis [15]. CNNs are among the 
most potent methods for modeling intricate processes and for 
pattern identiϐication in applications such as visual pattern 

recognition that require massive amounts of data. This is 
because CNNs can identify patterns in the incoming images 
without requiring feature engineering of any kind, which 
spares the images from needless and involved preprocessing 
[16]. The authors in [17] reported that over 60% of 
developed countries have machine-learning applications. 
These applications are currently in use for cutting-edge tasks 
like diagnosing diabetes [18], portable speech recognition, 
and conversational systems, like Alexa from Amazon, Siri 
from Apple, Cortana from Microsoft, and Google Assistant. 
Considering that many farmers in underdeveloped countries 
do not have access to the latest innovations needed for the 
prompt and precise diagnosis needed to facilitate the timely 
detection of plant diseases, its use for plant disease diagnostics 
should be encouraged. Additionally, due to the recent global 
proliferation of mobile phones, farmers in underdeveloped 
nations now have access to cell phones that may one day be 
used by them as a diagnostic tool [19].

Early identiϐication of plant diseases in the initial stages 
of small green leaf growth is essential. The ϐinancial stability 
of farmers is closely tied to the production of high-quality 
crops, which relies on the healthy development of these 
plants in the agricultural ϐield. These days, early-stage disease 
identiϐication is an essential component of research. Early on 
in their development, little green-leaf plants are particularly 
vulnerable to disease. Identifying plant diseases is among the 
most fundamental agricultural tasks. The majority of the time, 
identiϐication is done by hand, visually, through molecular and 
serological testing, or microscopy. Early-stage plant disease 
detection techniques have proven to be more beneϐicial and 
productive in the context of agriculture. Green plant sickness 
essentially develops quickly across the leaves, stems, and 
branches of little green plants, stunting their growth and 
making it impossible for any manual method to identify the 
illness at an early stage. Therefore, certain automatic disease 
detection computational approaches should be developed to 
identify and detect early-stage diseases utilizing the different 
images of plant leaves to facilitate the timely identiϐication 
of green plant disease. Thus, this study concentrates on the 
implementation of a web-based tomato plant disease detection 
and recognition system using transfer learning leveraging 
CNN (DenseNet121). The proposed system has a Graphical 
User Interface (GUI) to identify tomato plant disease using 
images of a leaf, which allows users to upload images and also 
view results.

Related works

Farming has a vital role in the global economy as a key 
means of food, revenue, and jobs. Nigeria's GDP, one of 
the developing nations in Africa, is primarily derived from 
agriculture, which employs 37.99% of the workforce in 2022 
and contributed 24.45% in 2016 and 25.70% in 2020 [20] to 
the country's GDP. This is similar to various other developing 
nations with large populations of farmers. Since agriculture 
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contributes signiϐicantly to national economic growth, plant 
diseases, and pest infections may harm the industry by 
lowering the quality of food produced. Treatments intended 
as preventive measures do not work to stop epidemics or 
endemic diseases. Crop quality losses could be avoided 
with timely recognition and accurate diagnosis of diseases 
through the use of an appropriate crop protection system. 
Plant disease identiϐication is regarded as a critical issue and 
is very signiϐicant. Making better decisions while managing 
agricultural production may be achieved through early 
diagnosis of plant diseases. 

Domesticating main food crops and animals began several 
decades back with the creation of agriculture. Food insecurity 
is a signiϐicant worldwide issue that humanity is currently 
facing [21], with plant diseases being a major contributing 
factor [22]. A global crop output loss of approximately 16% 
is estimated to be caused by plant diseases [23]. Around 
50% of wheat and 26-29% of soybeans could be lost globally 
due to pests, according to estimates [23]. Plant infections 
can be classiϐied into several broad categories, including 
bacteria, viruses, nematodes, algae, viroid infections, fungus-
like microbes, and parasitic plants [24]. Examples of areas 
where Artiϐicial Intelligence (AI), Machine Learning (ML), 
and computer vision have been very helpful are electricity 
prediction from renewable resources and medical devices. 
When the COVID-19 epidemic struck, Artiϐicial Intelligence (AI) 
was signiϐicantly utilized in prognostic applications and the 
detection of lung-related disorders [25]. Early identiϐication 
and evaluation of plant illnesses allow for similar cutting-edge 
technology to be utilized for its harmful impact reduction. 
Given how labor-intensive, time-consuming, and tiresome 
manual plant disease monitoring is, there has been a lot of 
research done recently on using computer vision and artiϐicial 
intelligence to automatically recognize and evaluate infections 
in plants. Plant disease could be automatically identiϐied 
and classiϐied with an accuracy of 83.07% using a Bacterial 
Foraging Optimization-based Radial Basis Function Network 
(BRBFNN), according to Sidharth, et al. a wide range of tasks 
involving computer vision in several ϐields have successfully 
employed the Convolutional Neural Network (CNN), a widely 
common neural network architecture [12]. Plant disease 
categorization and detection have been studied using CNN 
architecture and its variations.

In their comparison of several CNN architectures, 
Sunayana, et al. [26] were successful in identifying infection 
in mango and potato leaves, achieving 98.33% accuracy with 
AlexNet and 90.85% accuracy with a shallow CNN model. 
Using a pre-trained VGG16 model, Guan, et al. [27] estimated 
the disease severity in apple plants with an accuracy of 
90.40%. Chowdhury, et al. [24] used the LeNet model to 
classify healthy and diseased banana leaves with a 99.72% 
accuracy rate. Tomatoes are one of the most signiϐicant food 
crops in the world, consuming 20 kg per person per year and 

making up 15% of all vegetable intake on average.  Panchal, 
et al. [28] introduced a CNN-based deep learning model that 
can accurately classify plant illnesses. Model training used a 
dataset of 87,000 RGB images that is accessible to the public. 
First, preprocessing and then segmentation was done. CNN 
was utilized to classify the data. 93.5% identiϐication accuracy 
was achieved by this model; however, in later phases, the 
categories became confusing because it was unable to classify 
some of them. Furthermore, the limited accessibility of the 
data resulted in a decrease in the model's performance. 

To increase detection accuracy, a hybrid convolutional 
neural network was proposed by [29] for categorizing plant 
diseases affecting bananas. Without altering any default 
settings, their preprocessing procedure for an initial raw 
image involved the employment of a median ϐilter to maintain 
the traditional image dimensions. Using this strategy, both 
CNN and a fusion SVM were used. Using a multiclass Support 
Vector Machine (SVM), it was possible to identify the type of 
disease or infection in banana leaves that were affected in 
Phase 2 after it had been used in Phase 1 to classify the leaves 
as either healthy or infected. Following categorization, the 
support vector machine was fed the input and it produced 
99% accurate classiϐications. CNN produced data that were 
more accurate than those using traditional methods, but it 
lacked diversity, according to earlier studies.  Jadhav, et al. 
[30] introduced a CNN for diagnosing plant diseases. This 
strategy used CNN models that had already been trained 
to ϐind illnesses in soybean plants. Although pre-trained 
transfer learning techniques like GoogleNet, AlexNet, and 
GoogleNet yielded better results in the tests, the model lacked 
categorization diversity. Many of the models that are now in 
use concentrate on identifying speciϐic plant illnesses rather 
than creating a model to categorize different plant problems. 
The main reason is that there aren't enough databases to train 
deep-learning models based on a variety of plant species.

Using images from a poor-quality sample as a starting 
point, Abayomi-Alli, et al. [31] were the ϐirst to suggest a 
revolutionary histogram modiϐication strategy that improved 
the recognition accuracy of deep learning models. This study 
aimed to improve the photographs in the cassava leaf disease 
dataset by applying motion blurring, overexposure, resolution 
down-sampling, and Gaussian blurring using a modiϐied 
MobileNetV2 neural network model. To circumvent the data 
scarcity that a data-hungry deep-learning network faces 
during the training period, they produced synthetic pictures 
with modiϐied color value distributions. Using a technique 
akin to that of Abayomi-Alli, et al. [31], Abbas, et al. [32] 
created a database of simulated photos of tomato plant leaves 
using a conditional generative adversarial network. With 
the use of generative networks, real-time data gathering and 
acquisition—which were previously costly, challenging, and 
time-consuming—is now feasible. Anh, et al. [33] suggested 
a multi-leaf system of classiϐication using a previously trained 
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MobileNet CNN model and a standard dataset. With a constant 
accuracy of 96.58%, the model did well in categorization. 
Furthermore, Kabir, et al. [34] built a multi-label CNN using 
transfer learning techniques such as DenseNet, MobileNet, 
Inception, VGG, ResNet, and Xception for the categorization of 
different plant ailments. This is the ϐirst study, according to 
the authors, that uses a multi-label CNN to classify 28 different 
plant disease groups. A study by Astani, et al. [35] suggested 
classifying plant infections by leveraging the Ensemble 
Classiϐier. Taiwan Tomato Leaf and Plant Village datasets were 
employed to examine the performance of the peak ensemble 
classiϐier.

Pradeep, et al. [36] suggested the EfϐicientNet model 
and used a convolutional neural network for multi-class 
and multi-label classiϐication. The identiϐication of plant 
diseases was more effectively inϐluenced by the CNN covert 
network. When benchmark datasets were used for validation, 
the model did not perform as well. PlantVillage, a publicly 
available benchmark dataset, was utilized in [37] to propose 
an efϐicient, durable, loss-fused Convolutional Neural Network 
(CNN) that produced a 98.93% classiϐication accuracy. Despite 
the classiϐication accuracy being increased by this strategy, 
the real-time photos were used in different situations, and the 
model performed terribly. Later, a transfer learning strategy 
CNN network was presented by Enkvetchakul and Surinta 
[38] for two plant diseases. The best accurate prediction 
outcomes were obtained by using two pre-trained network 
models, namely MobileNetV2 and NASMobileNet, for the 
classiϐication of plant diseases. Deep learning can address 
overϐitting by utilizing the data augmentation technique. 
To apply the data augmentation methods, an experimental 
conϐiguration featuring rotation, shift, brightness, cut-out, 
mix-up, and zoom was used. We used two different kinds of 
datasets: databases about leaf diseases and Cassava 2019. At 
84.51%, the maximum test accuracy was obtained after the 
assessment. 

Summary

From the literature reviewed, while much work has been 
done on classifying and identifying diseases in plant leaves, 
particularly in tomatoes and other plants, there hasn't 
been much focus on how reliable leaf images with different 
backgrounds are used for large picture classes. Photographs 
taken in real life might differ greatly from one another in 
terms of lighting, clarity of the image, alignment, and other 
factors. This study uses a trained model to address this issue.

Research methods
By harnessing online technology, the designed web-based 

system seeks to increase agricultural output and efϐiciency by 
supporting farmers in making knowledgeable crop selection 
decisions. Furthermore, Convolutional Neural Networks 
(CNNs), in particular, are machine learning algorithms 
that are used for disease identiϐication, ensuring accurate 

and timely detection. In addition to its disease recognition 
functionality, the web-based system provides a user-friendly 
interface accessible through web browsers. Farmers can 
upload pictures of the leaves on their tomato plants to 
identify diseases. After submission, the image is processed by 
the system using machine learning algorithms to assess and 
diagnose any diseases found, giving farmers comprehensive 
information about each ailment and suggestions for how to 
treat it. The web-based system streamlines the process of 
disease identiϐication, empowering farmers to diagnose plant 
health issues quickly and accurately. By providing a seamless 
interface for image upload and disease analysis, the system 
enhances decision-making capabilities and supports proactive 
management of crop health.

The six steps involved in accurately and successfully 
diagnosing plant diseases were covered in this section.

Data collection

A dataset of 11165 images forming seven classes of tomato 
diseases (such as healthy, Leaf mold, yellow leaf curl virus, 
bacterial spot, late blight, early blight, and mosaic virus) was 
used for CNNs training. The images used were obtained from 
the PlantVillage dataset (https://www.kaggle.com/datasets/
noulam/tomato). The images used in training are represented 
in Figure 1.

Preprocessing

Identiϐication of plant diseases is thought to start with 
image preprocessing. Numerous preprocessing procedures 
are involved, including segmenting disease regions, 
morphological operations, color modiϐication, noise removal, 
and image scaling. The Gaussian ϐilter, the median ϐilter, and 
the Wiener ϐilter are just a few methods for eliminating noise. 
Some color models, including RGB, YCbCr, HSV, and CIEL, have 
been used in image preprocessing.

Feature extraction

One of the fundamental steps in machine learning is 
feature extraction. Convolutional layers detect basic to 
complex features (edges, textures, shapes) of the raw images 
of tomato plants while pooling layers reduce dimensionality. 
Fully connected layers then combine and reϐine these features 
into a ϐinal vector, which the output layer uses to make the 
ϐinal prediction.

Data augmentation

Data augmentation is a mathematical technique used to 
expand the dimensions of an image database. This process 
involves applying various mathematical operations, such as 
rotating the image by 90°, 180°, or 270°, translating (scaling), 
resizing the image, reducing its clarity, blurring it to different 
extents, altering its color and effects, performing geometric 
transformations, and ϐlipping the image horizontally or 
vertically, among others (Figure 2).
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Model training

This procedure guarantees a methodical assessment of 
the VGG16, VGG19, and DenseNet121 models through the use 
of model evaluation criteria including performance accuracy 
and loss value, ultimately assisting in the selection of the best 
model for real-world use. A comparison of the VGG16, VGG19, 
and DenseNet121 models is the result of this experimentation. 
The chosen DenseNet121 model for the given picture 
identiϐication challenge was the one with the highest accuracy 
on the sample dataset. 

The model architectural design

A model called DenseNet121 (Figure 3) was selected 
because of its excellent image categorization performance. It 
was selected due to its efϐicient architecture and high accuracy 
in image classiϐication. Transfer learning was utilized by ϐine-
tuning DenseNet121, which was pre-trained on ImageNet. 
The model was further trained on the tomato leaf dataset to 
adapt it to the particular classiϐication assignment.

Web application deployment

The image recognition model is trained and reϐined; it is 

deployed on the web to be accessible to users through a well-
designed graphical interface. An online application with an 
intuitive interface was developed using this concept, allowing 
users to upload images of plants. The web application uses 
web technologies including HTML, CSS, and JavaScript to 
produce an intuitive layout that makes it easy for users to 
engage with the program. The backend, implemented using 
Django Framework, handles image uploads, passes them to 
the trained model, and returns the classiϐication results. The 
graphical interface then displays the predicted tomato leaf 
disease along with a brief description. This deployment allows 
users to leverage the model's capabilities through a seamless 
and interactive web experience, making sophisticated image 
recognition accessible and practical.

Model performance evaluation

The following evaluation metrics were used in this study:

Accuracy: The fraction of accurately predicted scenarios 
to the total scenarios. It's useful for equilibrium datasets.

   
  

   

Number of Right Predictions
Accuracy

Entire Number of Predictions
                  (1)

Precision: The fraction of accurately predicted positive 
scenarios to the sum of the predicted positives. It shows how 
many of the forecasted positive instances are positive.

 
   

  

Total Positives
Precision

True Positives False Positives



                   (2)

Recall (Sensitivity): The fraction of accurately forecasted 
positive instances to all real positives. It measures the 
capability of the model to pick out all useful instances.

 
  

  

Total Positives
Recall

True Positives False Positives



                    (3)

F1 Score: The harmonic average of precision as well as 
recall, providing a single standard that poises both concerns.

Figure 1: Plant disease images from the PlantVillage dataset. (a) Healthy. (b) Late blight.
(c) Bacterial spot. (d) Early blight. (e) Leaf Mold. (f) Septoria leaf spot

Figure 2: Process of Augmented Image.
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2    
1   

Precision Recall
F Score

Precision Recall

 



                     (4)

Area Under the Curve (AUC) - Receiver Operating 
Characteristic (ROC): evaluates how well the model can 
distinguish between various categories. Greater AUC denotes 
a superior model.

Entropy loss function: When a model assigns low 
probabilities to the proper class, it is penalised more heavily 
than when it assigns true labels. This function is often referred 
to as cross-entropy loss. It measures the difference between 
the true labels and the forecasted probabilities. To increase 
prediction accuracy, it is frequently applied to classiϐication 
jobs.

Implementation

Experimental setting: A dataset of 11165 images forming 
seven classes of tomato was obtained from the PlantVillage 
dataset (https://www.kaggle.com/datasets/noulam/tomato).
Image preprocessing includes segmenting disease regions, 
morphological operations, color modiϐication, noise removal, 
and image scaling. Preprocessing the images is necessary for 
deep learning techniques; this entails expanding them in size 
from 256 × 256 to 224 x 224 for the beforehand train models 
and the recommended method. This was a result of the 
previous taught models having been trained in dimensions 
of 224 × 224. Divide the photos by 255 to raster them to ϐit 
the network's initial values. Make 20% test and veriϐication 
subsets and 80% training subsets out of the dataset. To train 
models using a set of ϐield pictures that had more properties 
than laboratory images contained in the dataset, 500 produced 
photographs were added to the evaluation dataset, and 129 
ϐield photos were added to an assortment of ϐield photographs 
acquired online. Using their expertise in artiϐicial neural 
networks, the Gaussian Noise, Gaussian Blur, and Median 
ϐilters are applied independently to the obtained dataset to 
distinguish clearly between their performances on the dataset 
and extract useful features. Thereafter, convolutional layers 
were used in the detection of basic to complex features (edges, 
textures, shapes) of the raw images of tomato plants, while 
pooling layers reduced dimensionality. Fully connected layers 
then combine and reϐine these features into a ϐinal vector, 
which the output layer uses to make the ϐinal prediction. 
To create photographs, we carried out an augmentation 
procedure by using metrics such as brightness with a value 
between (0.5 - 1) and rotation with 45° and 90°, as well as 
ϐlipping horizontally and vertically and zooming with 0.5. The 
training dataset is expanding to include the 500 produced 
photos. A dataset's single image with augmented types is 
shown in Figure 2, a method for augmenting data to identify 
crop leaf illnesses. Using both the Binary Mask and the Pre-
Activation Residual Attention Block (PaRAB), the plant data 
augmentation strategy proposed in this work aims to improve 
the expression capability of the model. This was investigated 

by taking inspiration from the Cycle GAN structure. These 
enhancements enable the suggested model to produce 
plant leaf data that is aesthetically pleasing. By generating 
insufϐiciently numerous affected samples from typical plant 
leaves, the suggested strategy increases the diversity of 
samples and addresses the bias issue with early diagnostic 
models for plants.

In the model training stage for image recognition, input 
images and their labels were fed into the model, which 
extracts features through its layers. The model then makes 
predictions that were evaluated against the real tags through 
a loss function to measure accuracy. When backpropagation 
occurs, the model modiϐies its weights according to the 
calculated loss to improve predictions. This iterative process 
is repeated over multiple epochs to enhance performance, 
while regular validation guarantees that the model performs 
properly when applied to new, untested data. Overall, this 
stage focuses on reϐining the model to accurately classify 
images by learning from and adapting to the provided dataset. 
After the model training, the best model was selected. The 
trained DenseNet121 model was saved in `.h5` format and 
loaded into the Django application using the `predict.py` 
script. The `predict.py` script is integral to the application as it 
loads the pre-trained DenseNet121 model from a saved `.h5` 
ϐile and uses it to make predictions on the uploaded images. 
The integration between the model and the Django application 
is seamless

i. When a user uploads an image, it is processed and 
passed to the `predict.py` script.

ii. The script preprocesses the image to the required 
input format for the DenseNet121 model, performs the 
prediction, and returns the result.

iii. The result is then handled by `views.py`, which renders 
the appropriate template to display the result back to 
the user. The `views.py` ϐile manages user requests 
and uses the model to make predictions on uploaded 
images.

Activity diagram

The activity diagram in Figure 4 illustrates the process of 
capturing or uploading an image and displaying the results. It 
begins when the user selects either "Capture Image" or "Upload 
Image." If "Capture Image" is chosen, the web application 
activates the camera, allowing the user to capture an image, 
which is then received by the web application. If "Upload 
Image" is selected, the web application opens a ϐile selection 
dialog for the user to choose an image from their device, which 
is then uploaded. The web application processes the uploaded 
image, and ϐinally, displays the results. The process concludes 
with the end of the activity.
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Results
The outcomes of a Django web application created to 

categorize tomato leaf diseases using a DenseNet121 model 
were reported in this section. Given its superior performance 
accuracy, the DenseNet121 model was selected. 

Model comparison result of VGG16, VGG19 and 
DenseNet121: For comparison among the models, the 
performance Accuracy and Entropy loss function (Loss Value) 
were used to measure performance in addition to selecting 
the ideal model for the task. The result is displayed in Table 1.

The D enseNet121 evaluation result

The trained model was further evaluated to determine its 
effectiveness in classifying tomato leaf diseases. The results 
are shown in Figures 5-7 and a summary of the results is 
presented in Table 2. 

Figure 5. Graphical representation of Accuracy and AUC 
for DenseNet121. The accuracy curve is on the left-hand side 
while AUC is on the right-hand side. The orange color denotes 
the validation curve while the blue is the training curve. 

Figure 6. Graphical representation of F1-score and Loss 
value for DenseNet12. The F1 score curve is on the left-hand 

side while the loss function curve is on the right-hand side. 
The orange color denotes the validation curve while the blue 
is the training curve.

Figure 7. Graphical representation of precision for 
DenseNet121. The orange color denotes the validation curve 
while the blue is the training curve.

User interface

Web upload: The web form designed for image upload is 
straightforward and user-friendly. Users can select an image 
ϐile from their device and submit it for analysis. The web app 
interface is shown in Figure 8. 

Results display

After processing the uploaded image, the classiϐication 
result is dynamically displayed on the web page, providing 
immediate feedback to the user about the health status of the 
tomato leaf as depicted in Figure 9.

Discussion
The present study employed Transfer learning to build a 

web-based system for detecting and identifying tomato plant 
diseases. VGG16, VGG19, and DenseNet121 were the three 
models that were employed using the CNN architecture. In 
identical training and testing settings, these three models were 
chosen based on their best performance. Since it performed 
so well in image classiϐication tasks, the DenseNet121 model 
was selected. Due to its excellent classiϐication accuracy and 

Figure 3: Model Architecture for the DenseNet121 Model.

Figure 4: Activity Diagram of the web-based Tomato Plant Disease Detection System.

Table 1: Model Comparison Result of VGG16, VGG19, and DenseNet121.

Model Training 
Accuracy

Validation 
Accuracy

Training 
Loss

Validation 
Loss

DenseNet121 98.90 98.28 0.0332 0.0555
VGG16 78.37 87.54 0.6020 0.3679
VGG19 75.20 84.62 0.7456 0.4713

Table 2: DenseNet121 Evaluation Result.
Metric Value

Accuracy 98.28%
Loss 0.0555
AUC 0.9990

Precision 0.9830
Recall 0.9817

F1 Score 0.9618
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Figure 5: Graphical representation of Accuracy and AUC for DenseNet121. The accuracy curve is on the left-hand side while AUC is on the right-hand side. 
The orange color denotes the validation curve while the blue is the training curve.

Figure 6: Graphical representation of F1-score and Loss value for DenseNet12. The F1 score curve is on the left-hand side while the loss function curve is on 
the right-hand side. The orange color denotes the validation curve while the blue is the training curve.

Figure 7: Graphical representation of precision for DenseNet121. The orange color 
denotes the validation curve while the blue is the training curve.

effective architecture, it was chosen. This was evidenced in 
the result obtained as presented in Table 1 with higher scores 
in training and validation accuracy while it has minimum loss 
function as compared with the other two models. The loss 
function is about the high accuracy in predicted values as 
compared with actual values. With this result, DenseNet121 
was most preferred for this system. Transfer learning was 
utilized by ϐine-tuning DenseNet121, which was pre-trained 
on ImageNet. The model was further trained on the tomato leaf 
dataset to adapt it to the particular classiϐication assignment.

The DenseNet121 model was further evaluated after the 
implementation of the system. This model designed for disease 
detection demonstrates impressive performance metrics. 
It demonstrates a high degree of expertise in predicting the 
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existence of the disease from images, as demonstrated by its 
98% accuracy rate in Table 2. This high accuracy highlights the 
model's capacity to correctly identify the illness in the great 
majority of instances. Furthermore, the excellent precision of 
the model indicates a low false positive rate, implying that it 
hardly ever misidentiϐies healthy plants as sick. The model's 
ability to accurately identify all pertinent disease cases is also 
indicated by its high recall value ensuring that few, if any, 
diseased plants go undetected. The high F1 score, a harmonic 
mean of precision and recall, conϐirms that the model maintains 
a substantial balance between these two metrics, highlighting 
its robustness and reliability. As illustrated in Figure 5, the 
model's accuracy improves progressively with each epoch. 
This trend signiϐies effective learning, as the model becomes 
increasingly adept at recognizing patterns associated with 
the disease over time. The consistent increase in accuracy 
demonstrates that the model is successfully adapting and 
reϐining its predictive capabilities with more training.

Result comparison

Several studies use artiϐicial intelligence for plant disease 
recognition and classiϐication. Panchal, et al. [28] introduced 
a CNN-based deep learning model that can accurately classify 
apple plant illnesses, and Jadhav, et al. [30] introduced a CNN 
for diagnosing soybean plant diseases. This strategy used 
CNN models that had been trained to ϐind illnesses in soybean 
plants. Narayanan, et al. used primary data from India to 
classify banana plant disease using CNN and a fused SVM-
based classiϐier. Abass, et al. and Astani, et al. used PlantVillage 
datasets for tomato plant disease classiϐication. It can be seen 
in Table 3 that different levels of accuracy were achieved with 
different models for plant disease recognition. This study 
has included a web-based application with a deep learning 
model to facilitate easy tomato plant disease detection by 
the farmers. The proposed system was tested with real-time 
tomato leaf disease images for recognition and diagnosis and 
the result was good. The summary of the result comparison of 
the existing works with our proposed system is presented in 
Table 3.

Conclusion
This study focused on developing a web-based plant 

disease detection and recognition system using machine 
learning techniques, speciϐically targeting diseases affecting 
tomato plants. Plant afϐlictions give way to a substantial 
problem in agricultural productivity and the livelihood 

Figure 8: Web-based Interface Image Upload.

Figure 9: Result Display of the detection and Recognition of Early Blight Disease in 
Tomato Plant leaf with an Accuracy of 87%.

Table 3: Comparison of the Proposed System with the Existing Works.
Author Dataset Plant considered Model Accuracy Real-time detection through GUI

Panchal, et al. [28] PlantVillage Apple VGGNet 93.5% N/A

Jadhav, et al. [30] Kaggle soybean leaves AlexNet and GoogleNet CNNs AlexNet: 98.75% N/A
Narayanan et al. [29] Primary data from South India Banana CNN + fusion SVM-based classiϐier 99% N/A

Abbas, et al. [32] PlantVillage and synthetic data Tomatoes ResNet, DenseNet121 97% N/A
Astani, et al. [35] Plantvillage and Taiwan tomato leaves Tomatoes Ensemble learning 96% N/A

Proposed model PlantVillage and local Nigerian tomato 
leaves Tomatoes VGG16, VGG19, and DenseNet121 98% Web-based system
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of farmers. Punctual and accurate diagnosis is crucial for 
effective disease management and can signiϐicantly reduce 
crop loss and associated economic impacts. The research work 
utilized a deep learning method, particularly Convolutional 
Neural Networks (CNNs), for the recognition of plant diseases. 
By leveraging transfer learning techniques, tomato crop 
photographs were used for model training to recognize various 
diseases. The implementation included the implementation of 
a Graphical User Interface (GUI) that allows users to upload 
images of tomato leaves, which the system then analyses to 
detect any disease presence. The system was designed to be 
accessible and user-friendly, providing farmers in regions with 
limited access to advanced diagnostic tools, with a reliable 
means to identify plant diseases early. The model achieved 
98% accuracy which is impressive. The work has improved 
decision-making in agricultural practices, thereby enhancing 
productivity and reducing losses due to plant diseases. This 
work has supported the sustainable development goal (SDG 
1), “zero to hunger”.

Recommendation

For farmers, especially those in developing regions, the 
following recommendations can enhance the utility of the 
developed system:

i. Regular monitoring: Farmers should regularly 
monitor their crops and use the detection system 
to identify any signs of disease early. This proactive 
approach can help in taking timely action to manage 
and control the spread of diseases.

ii. Training and education: It is crucial to teach farmers 
how to operate the system correctly. This entails being 
aware of how to take clear images of the plant leaves 
and comprehend the meaning behind the system's 
output.

iii. Integration with traditional methods: While the 
system provides a modern approach to disease 
detection, it could be utilized for complete disease 
management in connection with conventional 
techniques and professional guidance.

iv. Feedback loop: It would be beneϐicial for farmers to 
offer input on how the system is working so that the 
model's accuracy may be continuously enhanced.

v. Access to resources: Ensuring farmers have access 
to the necessary resources, such as smartphones and 
internet connectivity, is crucial for the widespread 
adoption of the system.
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